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Logistic regression
Running logistic regression using SAS
To illustrate running logistic regression in SAS we shall use an example of participants who either are (coded ‘1’) or are not (coded ‘0’) receiving help for reading difficulties and with predictor variables of measures of short-term memory capacity (STM) and reading ability. The data are presented in Table 1:

Table 1

	STM
	ReadingAb
	Intervention

	2
	77
	0

	20
	73
	0

	5
	73
	0

	4
	68
	0

	19
	55
	0

	7
	92
	0

	17
	55
	0

	20
	55
	0

	9
	60
	0

	18
	120
	0

	18
	56
	0

	14
	84
	0

	19
	60
	0

	2
	85
	0

	15
	93
	0

	12
	60
	0

	16
	65
	0

	6
	58
	0

	20
	85
	0

	17
	67
	0

	11
	65
	1

	19
	93
	1

	6
	52
	1

	14
	42
	1

	1
	75
	1

	12
	48
	1

	16
	64
	1

	1
	66
	1

	16
	82
	1

	14
	52
	1

	14
	45
	1

	13
	57
	1

	3
	65
	1

	2
	46
	1

	6
	75
	1

	9
	100
	1

	2
	77
	1

	8
	51
	1

	18
	62
	1

	1
	44
	1


Once you have imported this data into SAS, you can use the Proc Logistic command and subcommands to run the analysis. This is similar in the format to the Proc Reg that we covered in Chapter 11 and 12. You should type in the following:

proc logistic data = working descending;

  
model Intervention  = ReadingAb STM;


run;
In this command, the first line calls the logistic regression procedure and tells it to work on the data in the 'working' file. We have also included the descending argument. In logistic regression, it usual to treat the condition labelled '1' as the target condition. However, left to its own devices, SAS will do this the opposite way around and so the descending argument prevents SAS doing this. The next row sets up the regression model. We have the categorical dependent variable before the '=' and the independent variables after it. When you run this, you will be presented with the following output:
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                                 OUTEST= Data Set from PROC REG 15:36 Tuesday, December 13, 2011

                                     The LOGISTIC Procedure

                                       Model Information

                Data Set                      WORK.WORKING

                Response Variable             Intervention         Intervention

                Number of Response Levels     2

                Model                         binary logit

                Optimization Technique        Fisher's scoring

                            Number of Observations Read          40

                            Number of Observations Used          40

                                        Response Profile

                             Ordered                          Total

                               Value     Intervention     Frequency

                                   1            1                20

                                   2            0                20

                             Probability modeled is Intervention=1.

                                    Model Convergence Status

                         Convergence criterion (GCONV=1E-8) satisfied.

                                      Model Fit Statistics

                                                          Intercept

                                           Intercept            and

                             Criterion          Only     Covariates

                             AIC              57.452         55.211

                             SC               59.141         60.278

                             -2 Log L         55.452         49.211

                            Testing Global Null Hypothesis: BETA=0

                    Test                 Chi-Square       DF     Pr > ChiSq

                    Likelihood Ratio         6.2404        2         0.0441

                    Score                    5.7406        2         0.0567

                    Wald                     4.9292        2         0.0850
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                                 OUTEST= Data Set from PROC REG 15:36 Tuesday, December 13, 2011

                                     The LOGISTIC Procedure

                           Analysis of Maximum Likelihood Estimates

                                             Standard          Wald

              Parameter    DF    Estimate       Error    Chi-Square    Pr > ChiSq

              Intercept     1      3.5051      1.7498        4.0128        0.0452

              ReadingAb     1     -0.0364      0.0231        2.4811        0.1152

              STM           1     -0.0956      0.0547        3.0543        0.0805

                                     Odds Ratio Estimates

                                         Point          95% Wald

                         Effect       Estimate      Confidence Limits

                         ReadingAb       0.964       0.922       1.009

                         STM             0.909       0.816       1.012

                 Association of Predicted Probabilities and Observed Responses

                       Percent Concordant     73.3    Somers' D    0.468

                       Percent Discordant     26.5    Gamma        0.469

                       Percent Tied            0.3    Tau-a        0.240

                       Pairs                   400    c            0.734
From this output, we can see that together the independent variables are significant predictors of whether an individual is in the Reading intervention condition.  We have a Likelihood Ratio Chi-square of 6.24 with 2 degrees of freedom and an associated p-value of .04. However, you should also notice that neither STM nor ReadingAb individually are significant predictors of which intervention condition a participant was in. We have a p-value for ReadingAb of .115 and for STM it is .081.

You should also notice that, unlike SPSS, you do not automatically get the odds ratios for each predictor variable. To generate these values, you simply need to use the / expb command on the end of the model statement e.g.
proc logistic data = working descending;

  model Intervention  = ReadingAb STM /expb;

run;
When you do this you will be presented with the following output:
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                                 OUTEST= Data Set from PROC REG 15:36 Tuesday, December 13, 2011

                                     The LOGISTIC Procedure

                           Analysis of Maximum Likelihood Estimates

                                       Standard          Wald

        Parameter    DF    Estimate       Error    Chi-Square    Pr > ChiSq    Exp(Est)

        Intercept     1      3.5051      1.7498        4.0128        0.0452      33.286

        ReadingAb     1     -0.0364      0.0231        2.4811        0.1152       0.964

        STM           1     -0.0956      0.0547        3.0543        0.0805       0.909

                                     Odds Ratio Estimates

                                         Point          95% Wald

                         Effect       Estimate      Confidence Limits

                         ReadingAb       0.964       0.922       1.009

                         STM             0.909       0.816       1.012

                 Association of Predicted Probabilities and Observed Responses

                       Percent Concordant     73.3    Somers' D    0.468

                       Percent Discordant     26.5    Gamma        0.469

                       Percent Tied            0.3    Tau-a        0.240

                       Pairs                   400    c            0.734
You will see from the output that we have an odds ratio for STM of 0.91. This means that, as STM capacity increases, there is a decrease in the probability of a participant being in the reading intervention group. There is a similar odds ratio for the ReadingAb variable (0.96).
Using categorical predictors
SAS logistic regression will happily accept a categorical independent variable as part of the usual Proc Logistic command.
